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Chapter 1

INTRODUCTION

BACKGROUND

This report describes the modification of the Vulnerability Model
(VM), a computer simulation which provides quantitative measures of the

consequences of maritime spills of hazardous materials. The VM is being
developed for the U.S. Coast Guard under contract DOT-CG-33377-A. The
first, second, and third stages of development are described in refer-
ences [11, [2), and [31, respectively. This present report describes
the latest modifications.

The VM is a research tool, one use for which is in the USCG Risk
Management Program. It has been designed to treat virtually all of the

large class of hazardous materials carried in bulk in marine transport.
The simulation starts with a description of the nature of the spill,
simulates the dispersion of the hazardous material, and assesses the
immediate effects of the spill on surrounding vulnerable resources,
namely: people, property, and the environment.

The VM requires three types of descriptive data that define: (1) the
spill, (2) the physical setting in whicti the spill occurs, and (3) the
vulnerable resources that are subject to the effects of the spill. The
spill is described in terms of its location and spill rate, the physical
and chemical properties of the spilled material, and the quantity of the
spill. The physical setting is described in terms of the geometric con-
figuration of the shoreline(s), hydrologic/oceanographic properties, and
meteorological data. Vulnerable resources are described in terms of

[1] Eisenberg, N. A., C. J. Lynch, and R. J. Breeding, Vulnerability
Model: A Simulation System for Assessing Damage Resulting from
Marine Spills, CG-D-136-75 (NTIS AD-AO15 245), Final Report, pre-
pared by Enviro Control, Inc., for Department of Transportation,
U.S. Coast Guard, Office of Research and Development, June 1975.

t21 Rausch, A. H., N. A. Eisenberg, and C. J. Lynch, Continuing Develop-
ment of the Vulnerability Model: A Simulation System for Assessing
Damage Resulting from Marine Spills, Final Report, prepared by
Enviro Control, Inc., for Department of Transportation, U.S. Coast
Guard, Office of Research and Development, February 1977.

[3] Rausch, A. H., C. K. Tsao, and R. M. Rowley, Third-Stage Develop-
ment of the Vulnerability Model: A Simulation System for Assessing
Damage Resulting from Marine Spills, 7inal Report, prepared by
Enviro Control, Inc., for Department of Transportation, U.S. Coast
Guard, Office of Research and Development, June 1977.
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demographic distribution, property distribution, and land/water use.
The geographic area of concern may represent any user-defined location.
The physical setting and the distribution of vulnerable resources are
described in terms of mutually exclusive geographic cells that cover
the entire area of concerti.

The VM operates in two phases. Phase I simulates the spill, the
physical and chemical transformations of the spilled substance, and its
dissemination in space. This phase covers the time period from the
initiation of the spill until a user-specified time has elapsed. Phase
I consists of submodels interconnected by an executive routine, with
built-in logic dictating the sequence of submodel processing as a func-
tion of the spill development. Submodels depicting spill development
simulate the following phenomena: (1) cargo v, .ng, (2) surface
spreading (with or without evaporation), (3) water mixing, (4) sinking
and boiling, (5) air dispersion, and (6, fire and explosion. A time-
history file of the spill sequence simulated during the first phase is
retained in computer storage on magnetic tape and disk.

In Phase II the computer first matches this time-history file to
the vulnerable resources map, and then assesses the effects of toxicity,
explocion and/or fire on the vulnerable resources as a function of time.
Estimates of deaths and nonlethal injuries to people and of damage to
property are presented in computer-generated tables. A summary of the
types of Phase II damage is given in the following table.

PHASE II DAMAGE ASSRZSSMENT

DAkIA-CAUMNW VUu4SRMI "P's or chust or
MvNT ASRCInCs IN4JURY OR DAIAOS INJURY OR DWtANGW

Death Tox ic Vapor•

TOXICITY IPople Nonlethal Injury Concentration or
cumulative dostol• sitston

Death Direct blasta Ismpact

Nonlethal injury
p rardr=u ruPtuto Direct MlastPhO9Ft5 s oton* tracture Is"Ut

EXPLOSION a iunature wound flying Fragments
# Multiple injury Two or were of the above

Struotural Damage Dit lit
Structures Glass breakage

POOL BURNING oplath

FIREBALL eivso.-Degree •kirn Thermal diation
FLASH FIRE

atr~tures Ignitton
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•-• SCOPE OF WORK

The work on the Vulnerability Model described in this report is madeup of three tasks.

Task 1--Modification of plume and puff models for toxic damage

assessment.

A. Remodeling of the plume model to reduce computing

time and storage space.
1B. Computinq the dosage for the puff model by direct

integration.

C. Transferring dosage values computed in Phase I as
specified in (A) and (B) above directly to Phase I!.

Task 2--Modification of the thermal injury and lethality criteria
in Phase II.

A. Rederivation of the dose equation based on applicable
experimental data.

B. Revision of the dose criteria for thermal injury
and lethality.

C. Recomputation of the coefficients in the probit equation.

Task 3-Remodeling of flash fire.

A. Remodeling of the puff model using an adaptation of
the fireball model.

B. Remodeling of the plume model on the same basis as '1
in (A) above.

C. Recalculation of the mass burned in flash fire.

The results of the three tasks are presented in order in the follow-
ing three chapters (Chapters 2, 3, and 4). The final chapter (5) sum-
marizes the revisions to the VM computer program incorporating the modi-
fications that have been developed.

CONCLUSIONS

The modifications described in this report make concrete improve-
ments to the VM. The direct integration of toxic dose improves the ac-
curacy of results and saves computing time and data storage. The modi-
fication of the probit equation for thermal injury and lethality makes
the calculation consistent with experimental results. The modification
of the flash fire model provides a more accurate simulation of the ther-
mal radiation emitted from burning vapor clouds.

3



Chapter 2

MODIFICATION OF PLUME AND PUFF MODELS

SN7RoDUCTION

For toxic injury, the dose v depends upon both the duration of
exposure and the concentration level experienced. The general form of
the dose is as follows:

v JCn dt (2-I)
0

where C is the vapor concentration and n is a real number. To evaluate
the dose, a finite difference model had previously been used in the
Vulnerability Model (VM). It first calculated the vapor concentration
in each cell at each time step and then summed the average of the nth
power of concentrations over time. The drawbacks of the finite differ-
ence model are:

9 Very few physical inferences can be drawn from the numerical
results.

* The calculation must start from the first time step and
follow the time-step sequence. There is no way to calculate
the concentration at the (j +1) time step without calculating
the concentration of the first j time steps.

* The accuracy of the results is primarily dependent upon the
size of the mesh and the finene!3s of the time step.

9 It prolongs the computing time and burdens the storage
capacity of the computer.

To improve accuracy and to reduce computing time, Equation (2-1) is
now calculated by direct integration rather than time-stepped integra-
tion. This chapter describes how the direct integration is accomplished
in the plume and puff models for both exterior and interior dosages.

4



I
DERIVATION OF EXTERIOR DOSAGE

in the VM the simulation of vapor dispersion is based on the diffu-
sion equation (4,5):

aI au - a-- Dx + -LDD +a(2-2)
at axac axc ala

where U is tne air current or wind velocity along the x-axis, and Dx and
DY and Dz ace the diffusion coefficients. Consider an instantaneous
point source of strength mr located at the origin, with the boundary on
the ground (z =0), the wind velocity U and the diffusion coefficients
constant; then the solution of Equation (2-2) is:

1Ci 2m exp -Y - (2-3)S12-f)3/20G)Ca a 2 0~2 2a 2(

where ax /2 Dxt and ay r2 Dýt and 0z = 2 Dz t are the disperqion
coefficients, and

m = f £dxdydz (2-3a)

is the total amount of material released at the origin at time (t =0).
Equation (2-3) is the puff solution.

For a continuous point source in a wind, let the rate of emission be

q(t') such that in a short interval from t' to t' +dt' an •mount qdt' is

emitted. Each of these 'puffs' generates its own cloud, and the total
L concentration field is obtained by the summation of contributions from

the individual puffs. For a source maintained indefinitely, the combined

concentration field of the many puffs by integration is

c = dt'S(2e)3/2 XDYDz (t -t,') 3/2

0f (2 3/ yD
[exp- x-U(t-t')]2 Y2  Z2

2DX(t-t') 2Dy(t-t') 2 Dz(t-t')

[4] Crank, J., The Mathematics of Diffusion, Oxford Univer"~ itv Press,
1956.

[5] Csandy, G. T., Turbulent Diffusion in the Environment, Reidel Pub-
lishing Co., Boston, 1972.
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When x 2 iDX >> Y»1DY and z 2 /Dz the solution is:

Cc= exp - (2-5)
2fUoyoz 2ay2  20z 2 )

Equation (2-5) is the plume solution. _nA

The dosage for the puff model is obtained by inserting Equation
(2-3) into Equation (2-1) and integrating. The resulting equation is:

Vi =Nd

C(211 3 2aX Cyazj U V oa

(2-6)

where erf is the error function.

The plume model does not depend on time. Hence, the dosage in a

given cell is simply equal to the product of the nth power of concentra-
tion and the total evaporation time te, that is;

S 2q.._ n ( (2-7)

DERIVATION OF INTERIOR DOSAGE

The time variation of the toxic vapor inside a building is propor-
tional to the infiltration rate and the difference of outside and inside
vapor concentration. The equation is written as:

V Ic~a =(c°-cI) (2-8)

dt

where V is the total empty space of the building; I is the rate of in-
filtration (volume per unit time); C0 is the outside vapor concentration;
and CI is the inside vapor concentration. Equation (2-8) can also be
written as:

dl+ =C C (2-9)

6



where R = I/V is the specific inFiltration. The infiltration depends
mainly on the tightness of the construction and on the wind velocity [6].
For high-rise buildings, the chimney effect is also important. In the
case of a building with many partitions and of tight construction, air
may enter on the windward side in such quantity as to build up a slight
positive pressure and thereby reduce infiltration. In general, it can

frbe assumed that the air which enters the building on the windward side
is equal to that which leaves on the leeward side. Empirical equations
for infiltration have been developed. In tae VM, the following equation
is employed [21:

SR = 0.25 + 0.02165 U •" 0.00833 IATI

where U is the wind velocity in miles per hour, and AT is the tempera-
ture difference between the interior and exterior of the building in OF.

SMultiplying Equation (2-9) by the integration factor

Nt exp Rdt

and integrating, we obtain

t ts

-f Rdt Rdt'

C = e o RCo e 0 dt' (2-10)
~~ 0- :

0

Since R is independent of time, Equation (2-10) becomes:

N• • Rt f Rt'
ct R e Co e dr' (2-11)

0

For the plume, model, the outside vapor concentration does not
depend upon time, so that

Rt I
1 f C' 2 RC0 e eRt'dt' = a 1.jRtl exp - CF 2 2  (2-12)

2lTUCjy z ~ zJ
0 2•oýz2 o. 1

[61 Jennings, B. H., Environmental Engineering, International Textbook
Company, Scranton, Pennsylvania, 1970.
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for which Equation (2-5), the continuous spill solution, has been used
for CO Equation (2-12) shows that at t -0 , CI =0 and that at t = •,
C1 =Co . The vapor concentration inside the building is attenuated by
the factor

IleRt)

For the puff model, substituting the instantaneous spill solution,
Equation (2-3), into Equation (2-11) for CO we obtain:

:IC2mR rx[ 1( t exp (- t 2 + Rt' dt'
(2I =11)3/20oa a x 2 2 2 Jo 2 2

2mi RaVr2T 1 2 e2j xR + I, R2e -Rt

(2Ti) 3/2 ,C'yCOz 2U) L U ~jXL 1 2 1 J

= ~ X+ Y e dt Co) tN d

=erff+ erIUtd F2 cR (2-13)

In Equation (2-1) if n=1 the indoor dosage is:

V1 Cdt

= R e7R dt Jotet dt

f CO (t) dt vo (2-14)

If n#1 ,then

V J C.dt # J dt =v 0  (2-15)

8
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This means that the people inside and outside the building will inhale
the same amount of toxic gas but will suffer different effects because
of the time delay due to the infiltration.

The general equation of dosage for the plume model is obtained by
inserting Equation (2-12) into Equation (2-1).

*V 1  2eroy p 2  2  02 t-ejdt
+2q n 2 2

(N21uoyoz exp - 2 +72z

Fo -R -eRte)_ n(n-l) -2Rte

R 2-2!

L4,

+ n(n-l) (n-2) 3R .-
3.3!...

+ (:1-e o, }•

-1 • (P- n -) ( n-2) (n-p-l) (1-e-pRte)+ (2-16)

"Here, instead of using the upper limit of integration of infinity, a
finite number, te, the evaporation time, is used and the binomial series
expansion is employed.

Substituting Equation (2-13) into Equation (2-1) gives the indoor
dosage for the puff model as follows:

R, - n ýMRZ

V-!I = e + exp

2 n-ro e-1  [eref+~:L - - RU- dt (2-17)

9
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sinco is its, tit genieral, a fra~ctional or irrational niumbur, tio closed
form of soluttions or tquatton (2-17) in expected. Nnumrical intitgra-
tion is usedI to evaluate ZEquattion (2-17) . 'Vto computing time call be
reduced %ubrstalltial11y with cons ldoeat ion or tilt proporty that orr (p) -
when l

DISCUSS ION '
rhe mo if icat~i QI or thlt piumeo and puff model's fol. toxic gos Change's

the Calcula.'tionl from thlt time-sttep method to direct: initeqrationt. It
improves tilt accuracy and Saves compuiting time an~d storaqu 8space. Since
thlere aro other Mkxiolt that still uale the time'-stop mathodt for Calenla-
t ion, it is impossibLe to chankge tlh- VM structure it thizs stage to ecimu-
inate the t tme-step proceduire enti rely.

Fouir test runsiz have beenl made to Compare tile Modif jed W1 to tile
original VM. Toaro s imu hat:ions of ammonia sp-is usingt tilt- pUrf
model. and thle other two are stimulations or chlorine spi lls uisinki tilt-
Plume modeol. Vol' eachl chemicil, one of tho two runs% ist with the orio-
itldl VM n ithk oWh000 ill With thle modKified MH The followingj tablo
comparou tile r-uultn between tilt origjital and modifimdrui

COMPARISON OF~ RKSULTS, IZTVE M 91'GNAL AND) No TrTIrKL VN

ORIGINAL VM' MOMWFIED VM
CIMIAI utdoorn In1doorn Okutdoor4 In1door.;

Ammonia Deaths 5,568 1,765 5,290 41770)

Deaths 6,059 8,281 7,333 7,08ll9
Choie Injuries 3,670 0 5,531 6,390)

For amonia, the outdoor toxic deaths for both runti are similar, but
the intdoor deaths are) consider~ably greater for the modilfied case. No
injuries are shown because noc probit equation exists in thue VH for toxic
injurics from ammonia. For chlorine, thle ii~door AnM outdoor toxic
deaths for the original and modified case Are similar Hlowevor, for
injuries, the modified VM yields a significantly grehator number, par-
ticularly indoors wherp thle old W1 computed noc injuries.

Thle input data for these test runs ,Are given tin Appenydix A. Figure
A1 is a map of the geographical area nhowing the spill size And locin-
ton, thle wind direction andi speed, and the location of the Population

cell. Figtire A-2 presents the ogqraphic/Domographic file in the VM
which shows thle population and vulnerable characterintics of each popu-
lation cell. (Note that cell numbers R31, R32, etc., are river cells

whchar nt hon ilth mp. FguesA- ad -4gie he10t

M~V k M



data for the ammonia and chlorine spills, respectively, and Figure A-5
(extracted from reference t7))presents the dictionary for interpreting
the input field numbers. The modified program saves about 20% in com-
puting expense including computing time and storage over the original
program.

L * N01ENCLATURE AND UNITSI3
C vapor concentration g/cm3

outdoor vapor concentration g/cm3

C1  indoor vapor concentration g/cm 3

DXDy#Dz diffusivity 015 /s

I2 infiltration ~- 3/s

q spill rate g/8I i total spill mass 9i-

t time

U wind velocity 015/s

1~5v dose

V volume cm

Xo coordinates cm

Gxaya dispersion coefficients cm

(71 Rowley, R. M.# and A. H. Rausch, Vulnerability Model User's Guide,
Enviro Control, Inc., October 1977.
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Chapter 3

WM)DIFICATION OF THERMAL INJURY
AND LETHALITY CRITERIA FOR HUMANS

INTRODUCTION

In the Vulnerability Model, the fire damage to personnel is assessed
by the probit equation which is defined as (11:

Pr = a + b tn v

where v is the thermal dosage and a and b are determined from existing

experimental data. The thermal dosage, v, depends on the thermal radi-
ation intensity, I, and the exposure time, t. In general, the thermal
dosage can be written as:

nVh tein

where the index a is also determined from experimental data. In the VM,
r coefficients a and b and index a had been based on nuclear explosion

data [8,91. The thermal radiation from nuclear explosions is primarily
in the ultraviolet/ visible spectra with high intensity and short dura-
tion. On the other hand, the thermal radiation from hydrocarbon com-
bustion is in the infrared range with low intensity and longer duration.
Butterfield (10] has shown that almost twice as much visible radiation
is required to produce an equivalent injury caused by an infrared radi-
ation source. Owing to these differences, data from sources other than
nuclear explosions have now been used to determine the coefficients a
and b, and the index a.

(8) Glasstone, S. (ed.), The Effects of Nuclear Weapons, USAEC, April
1962.

[91 White, Clayton, S., The Nature of the Problems Involved in Estimat-
ing the Immediate Casualties from Nuclear Explosions, CEX 71.1,
Lovelace Foundation of Medical Education and Research, Albuquerque,
New Mexico, March 1971.

[101 Butterfield, W. J. H., E. R. Drake Seager, et al., Flash burn from
atomic weapons, Surgery, Gynecology and Obstetrics 103(6):655-665,December 1956.
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DERIVATIONS

Exponent a

In the VM, the thermal dosage is expressed by 1

where t- is in seconds and r is it, joule/m?-sec. rhe data from which the
value of cý -4/3 was deduced are reproduced in Table 3-1. It is obvious
that Equation (3-1) is for fire deaths. lowever, the same expression

had been used in the VM for fire injuries.

Table 3-1.* RELATIONSHIP OF DEATH FRON RADIATION BURNSi
TO RADIATION LEVEL AND DURATION

Portion Radiation Intensity
Duration Dosage

Mile (cal/c 8-) (joule/m 2-s) I

1 1.43 3.50 146,000 1099 X 10
1 10.1 0.792 33,100 1073 x 10w'
1 45.2 0.243 10,200 1000 x 10"

50 1.43 6.30 263,600 2417 x 10
50 10.1 1.385 57,950 2264 x 10
50 45.2 0.442 18,500 2210 x 104

99 1.43 14.0 586,000 7008 , 104
99 10.1 3.07 128,000 6546 x 10h
99 45.2 0.952 39,800 6149 x 10h

The sequence of data is for 20-KT, I-MT, and 20-MT weapons.
The dosage has been calculated for the radiation intensity
in joule/m2 -s

Figure 3-1 shows the human skin tolerance time to absorbed thermal A
energy. The blister-line corresponds to second-degree burns and the
survival-line, to first-degree burns. The slope of the pain-line is
-4/3, that of the survival-line is -1.35, and that of the blister-line
is -1.375. Therefore, the thermal dosage for pain is

V a

-t4/
and for first-degree burns is

\'I tI1,35

and for second-degree burns is

V2n ti'. 37 5

13



There are no curves given for third-degree burns and fire deaths. Inj
view of these values, a -4/3 has been retained for the thermal lethal-
ity and injury (first-degree burns) probit equations in the Vii.
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Thermal Injury Probit 4
In the VM, the probit equation for thermal injury was: I

Pr = -42.25 + 3.0186 In (tI 4 /3) (3-2)

When injury is 1% (Pr = 2.67), the dosage is:

V = tI 4 /3= 2,902,500

In Figure 3-1, the dosage for first-degree burns is calculated as:

tI 3 = 1,280,000

In reference (10],the threshold for first-degree burns is 0.94 cal/cm2

(3.93 x 104 joule/m2 ) for a one-second duration. Thus:

tI/ 3 = 1,336,100

In reference [ll],the threshold for first-degree burns is 1.2 cal/cm2

(5.021 x 104 joule/m2 ) for a duration of 3 seconds. Thus:

tx•/ = 1,284,300

The average of the last three figures is approximately 1,300,000. The
value of 2,902,500 from the VM is about 2.23 times higher than this
average. Using the factor of 2.23 to modify Equation (3-2), we obtainS~a new probit equation for thermal injury:

Pr = -39.83 + 3.0186 Zn (tI4/3) (3-3)

Although this adjustment factor has been derived on the basis of the 1%
level of first-degree burns, it is assumed to hold for all levels, in
the absence of specific data for these other levels.

Thermal Lethality Probit

The probit equation for burn deaths in the VM was:

Pr = -14.9 + 2.56 Zn (tI•/3/104 )

For burn deaths, no other data besides the nuclear explosion are avail-
able. Using the same modifying factor of 2.23, the probit equation for
deaths now becomes:

Pr = -12.8 + 2.56 Zn (tI4/3/l10)

[11] Hardy, J. D., H. G. Wolff, and H. Goodell, Studies in pain, new
method for measuring pain threshold: Observations on spatial sum-
mation of pain, Journal of Clinical Investigation 19, 1940.

15



NOMENCLATURE AND UNITS

r radiation intensity j/M2 _S

t time S

pr probit

v thermal dose

cl index

16
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Chapter 4

REMODELING OF FLASH FIRE

INTRODUCTION

The flash fire .model had been designed using assumptions and data
deemed appropriate for the first stage of development. Some of the
simulated results were incompatible with experimentally observed data.
Consequently, the model may underestimate injuries and deaths under cer-
tain conditions. There are three assumptions made during this first
stage of development that should be modified to correct for these defi-
ciences. First, in the flash fire model the air-fuel mixture is divided
into two parts (1]. The concentration of the outer part varies from the
lower flammable limit to stoichiometric. The concentration of the inner
part varies from stoichiometric to upper flammable limit. It is assumed
that the outer portion burns completely and that the inner portion burns
incompletely from lack of sufficient oxygen content. This assumption
underestimates the vapor quantity that takes part in combustion and,
in turn, underestimates the total thermal radiation. For example, in
Appendix C2 of the VM [1], the ratio of upper flammable limit to lower
flammable limit of methane is 2.642 ([i], Table C2-1). From Figure
C2-1 in reference [1], it is found that the amount of fuel consumed is
about 40% of the total vapor. The real situation is that, after the
fire starts, the hot gas causes a strong turbulent flow to speed up the
mixing of the fuel with the ambient air. A small percent of the fuel
vapor will escape to the ambient atmosphere, but the remainder will burn
out.

The second assumption is that the combustion is instantaneous.
Therefore, the thermal radiation from the burning fuel is neglected.
Actually, the thermal radiation in the combustion period is of the same
order as that in the cooling period. The total combustion time of the
fuel vapor depends on the mixing process and the flame speed.

Third, in the cooling period, the hot gas is assumed to be cooled
from the initial temperature Ti to a "half life" temperature Tg, which
is defined as the average of the initial temperature Ti and the ambient
temperature To, i.e., Tg = (Ti + T0 )/2 . Based on this assumption, an
expression for cooling time t is derived (Equation (4-18), reference [l]).
The cooling time computed from this equation is improper. For example,
the cooling time for a gas with a higher initial temperature or a larger
vapor mass is shorter than that for a gas with a lower initial tempera-
ture or a smaller vapor mass. The "half life" criterion which is used
in linear problems such as nuclear radiation decay and mechanical vibra-
tion damping is not suitable for a nonlinear problem such as thermal
radiation.

17
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To remedy this difficulty and to base the flash fire simulation morei• accurately on physical reality, a new flash fire model has been developed

using a modification of the fireball model [12,13,14].

ASSUMPTIONS IN THE MODIFIED FIREBALL MODEL

The fireball model was originally designed for liquid propellant

rocket explosions on a launchpad. The general assumptions for that
model are as follows (13,14]:

(1) The rate of fuel addition to the fireball is constant.

(2) A stoichiometric mixture is assumed to exist at ignition.

(3) All the available fuel participates in the reaction.
• . (4) The fireball is an isothermal, homogeneous body which is

spherical at all times.

(5) The fireball radiates as a blackbody.
(6) The fuel burnout time and the fireball liftoff time coin-

cide.

Assumptions (1) and (6) can only be applied to a liquid fuel spilled on
the ground and are inapplicable to the present problem. Assumptions (2)

to (5) are applicable to the modified fireball model. One additional
assumption for the present fireball model is that the flame speed is
constant. A laboratory experiment [15] showed theft, as a first ap-

proximation, the flame propagation took place at nearly constant veloc-
ity. Another assumption which was used but not ment%.:,ned in the origi-
nal fireball model is that the fire started at the center and propagated
radially outward. We will retain this assumption also.

The general assumptions in the modified flash fire model are:

1121 Kite, F. D., and B. E. Bader, Pad-Abort Thermal Flux Model for
Liquid Rocket Propellants, SC-RR-66-577, Sandia Laboratory, Albu-
querque, New Mexico, November 1966.

[13] Bader, B. E., A. B. Donaldson, and H. C. Hardee, Liquid-propellant
rocket abort fire model, Journal of Spacecraft and Rockets 8(11):
1216-1219, 1971.

(14] Hardee, H. C., and D. 0. Lee, Thermal hazard from propane fireballs,
Transportation Planning and Technology 2:121-128, 1973. ,

[15] Leyer, J. C., C. Guerraud, end N. Manson, Flame propagation in
small spheres of unconfined and slightly confined flammable mix- -
tures, in Fifteenth Symposium on Combustion, The Combustion Insti-
tute, Penn State University, 1974.
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(1) Fire starts at the center and propagates with constant

velocity outward.

t (2) The fuel-air mixture is stoichiometric and homogeneous.

(3) The fireball is an isothermal spherical body.

(4) The fireball is a blackbody.

(5) All the fuel participates in the reaction.

DERIVATIONS

Burning Mass

Consider a fireball of radius r(t). The flame front propagates out-
ward and advances a distance 6r in the time 6t. The energy balance
equation in the thin layer between r and r + Sr is:

PfH47rr 2 6r = F PiCpi (T-To)4Trr2 6r + CO -T41)41Tr 2 6t (4-1)

where: pf is the fuel density; H is the heat of combustion; Pi is the
density and C is the specific heat at constant pressure of the ith

Sproduct; To is the ambient temperature; a is the Stefan-Boltzmann con-
stant; and E is the emissivity of the gas which is equal to unity in the
present case. Let 6r/St d S , the flame velocity. Then Equation (4-1)
becomes:

SPfH = S EPiCpi (T-To) + Co(T'-T4) (4-2)

The combustion is isobaric, so that the density p depends upon tempera-
ture T only, or p - p(T) . The specific heat Cp is also a function of
temperature, or CP= Cp(T) . Therefore, when the flame velocity S is
known, the flame temperature T can be solved from Equation (4-2). On
the other hand, if the flame temperature is measu':ed, then the flame
velocity is obtained from Equation (4-2). Usually. in laboratory ex-
periments the flame velocity is measured, and in field tests the flame
temperature is measured (16,171.

Due to turbulent mixing, most of the gas in a vapor cloud will be
burned once ignition takes place. As a conservative assumption, we will
assume that the portion of the vapor cloud with concentration above the
lower limit of inflammability, CL, will be burned in the flash fire.

[161 Strehlow, R. A., Fundamentals of Combustion, International Textbookc
Co., Scranton, Pennsylvania, 1968.

(171 Americ3n Gas Association, LNG Safety Program. Interim Report ona
Phase 'I Work, July 1974.
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By rewriting Equation (2-3) as I

C (2;exp 2(x-)22o (4-3)

and letting (x-Ut)/ox = x', y/oy y', z/0 z', we obtain:

C T 3/2oxOV Oz exp 2 K + Y" + ZJ]

2M
"2 = -1) 3/7, Ox•j exp - 2 (4-4)

xYZ

Equation (4-4) transforms the ellipsoid into a sphere with r
+ t:4. + zo. When C = CL , from Equation (4-4)

S- 2m 1/2

rL is the radius of equi-concentration surface. The total fiel consumed
in the fire is the mass inside the sphere of radius rL

Mf x 2 +I dydz

S(2 

IT) 3  2 exp 2 dx d dz

= ~ex (d)x . ,a 'dy, z' (4-6)

"To carry out the integration, it is better to transform Equation (4-6)
from Cartesian coordinates (xty,z) to spherical coordinates (r,0,0)
where 0 is the latitude and • is the azimuthal angle. Under this trans-
form, Equation (4-6) becomes

M 20

fr 2ear rdr [sin 11ddý
Mf (2 Tr) 3~ Jo fo Jd~

merf-J vl/TL e (4-7) L

20



For a real spill, erf(rL//> l and rL e 0, then Mf =m, the total
mass of fuel. For the plume model, using Equation (2-5) and following
the same procedure, it will turn out that Mif qte ,where te is the
total evaporation time. The maximum fireball radius rb is determined
from the total mass of products, N0 = Mr + Ma , where Ma is the mass of
air,

4
No 7 • -- Op (4-8)

where pp is the average density of products at temperature Tf. For
ppTf ppo To where Ppo is the average density at ambient temperature
T0 , then:

4 p To (4-9

Since the fuel mass Mf is given, it is easier to estimate the radius rb
by the following relation,

r 3 .f Tf 1/3
rb= L4 pf 0 j (4-9a)

iwhere Of0 is the fuel density at ambient temperature.

Burning Phase Thermal Dose

The probit equation for thermal damage to personnel is:

Pr= a + b n v (4-10)

where a and b are constants and v is the thermal dosage. The thermal
dosage depends upon the radiation intensity absorbed by the body and
the duration. In the VM, the thermal dosage is given by the equation:

SfIY/t (4-11)

The radiation intensity is calculated from the equation as follows:

I = (XCOF2T 4  (4-12)

where a is the absorptivity of the body and F12 is the view factor.
The view factor for a flat surface of unit area at a distance d from

i the fireball center is given by [18):

F•12 (4-13)

1181 Love, T. J., Radiative Heat Transfer, Merrill Publishing Company,

Columbus, Ohio, 1968. !
21

- 4- 3



With Equations (4-12) and (4-13), the thermal dosage becomes: I
= f[QaOT 42/dt (4-14)

For a growing fireball, the flame temperature T =Tf is constant and
dt =dr/S , Equation (3-14) can be integrated as:

1r rb 8/3 3 1 4 / 3 rb (4-15)
"" )G~jJd dr j-~ ~COT rfj _d rb

Cooling Phase Thermal Dose

After the fuel is burned out, the fireball starts Lo cool down
through the radiation heat loss. The energy equation of the cooling
process is in the form:

-zP.C V dT ACo(T'- Tdt (4-16)j 1 PI

where V is the volume and A is the surface area of the fireball. From
Equation (4-16) we have:

v• pc; •
dt =jp -

61

dt AO(T- T•) dT (4-17)

and by substituting Equation (4-17) into Equation (4-14), we obtain:

v )- 14O) I/3 I jTe -j T 'dT (4-18)
JT.~dJ A(T -T 0)

where the integration limit Te is the final temperature. Since V/A =r/3,
r =rb (T/Tf) 1 /3 and piT = Pio To, Equation (4-18) can be transformed to:

/3 PioCpi

3 Tf 11/ 9  ---T 4 - (-9
ITe0

The specific heat Cpi is a function of temperature. Empirical equations
are designed to fit the experimental data. However, the best-fit
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equations are not always in a similar form (19]. For example, the equa-
tions for air, hydrogen, carbon dioxide, and steam are as follows:

air: a,8 + b1 T + CiT2

H2: C a28 + b2 T + C2/TI/2

C02: a3 + b3 /T + C3 1T 2

H20: Cp a48z + b4.T'~ C4/T

where the a's, b's, and c's are constants. For a first &pproximation,
we will assume that CPis constant. Integration of Equation (4-19)
yields:

V 9(a4E:y) / 3 pCPTorb) 8 / 3  r b

T = 13 -36(j-!l) f Z j=0 -13 -36(j-1) Te4j

3 (4-20)

Here the series expansioni of [1 -(TO/PT)"]-' has been used. In general,
the final temperature Te is the ambient temperature To. Here we will
choose Te = 1.1 To. This choice will not affect the results of thermal
damage, because at such a low temperature the radiation effect is neg-
ligible, but it will enhance the convergence of the series. When L
ToITe =1/1.1 ,the series is equal to:

Go 14jf.

j1 -13 -36(j-1) .) -. 0263656

and then:

9(c's)"~b/ 3  rb
( y) (EP. Cp.)Tod
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In the VM, tile assessment of fire damage to structures is based onl
studies of the ignition of wood [I] . Factors inifluencing wood ignition
are: (I) radiation intensity level, (2) duration of radiation exposure, M
and (3) wood type. Wood type is not treated explicitly; average values
are use. The criteria for ignition of structures are:

I. The radiation intensity, rm , must exceed the value:

111, 1.34 x I07 erg/cm'-s (4-22)

2. The effective duration of the radiation, teyf, must exceed
the value given by:

1. 23 10" eo•~/cm'-s"/ 1.364 N 10 _

ti- (4-23)

The criterion (4-22) can be used in the present case. However, the
criterion (4-23) has to be modified because the radiation intensity r
is a variable. We will define a thermal dosage for structural ignition
as:

V f (1 -&, i (4 -'24)

If v > 1.364 x 10 then there is ignition in structures.

Figure 4-1 is a sketch of radiation intensity I vs. time t. To
study the structural ignition, we have to locate the points L and 2 andK
then integrate Equation (4-24) from t1 to tb and' from t% to tý. First,
for the burning fireball:

where rm is tile fireball radius corresponding to the radiation intensity
Im. Substituting In, into Equation (4-24), we obtain:-

1 ,/ 3 /2 ( -_

V l [o a I L (r - tmj 2 1
A

+ 3--= •.n rb+4't jj (42
d2

24 3/



H II

>1 urnilng Cooli1ng -4j
Fireball F tireball

I)0

tj tb t2

Time, t

Figure 4-1. Variation of Radiation Intensity of Fireball

For a cooling fireball, the thermal radiation intensity is:

IUere the relation r/rb -(T/Tf) V3 h~as been used.

When I T., the temperature at point 2 is:

( 2 2/3'13/14

MI d~ T

T2  Im~
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The dosage v2 is obtained as follows:

v 2 = ( -. rIm)'/adt

IXC 3l IPO T7/31 1 3 (~T,

'i TO rb. Ci 1/

1 28/3 1 T- [ 143

3T 0/3 .4556 -. 4188 -. 0536 (4-27)

In deriving this equation, the binomial expansion and Equations (4-17)
and (4-26) are used. v v! + v 2 is the total radiation dose. If v is
greater than or equal to vm (yi= 1.364 x 10"2), the structure will be
ignited.

DISCUSSION

The modification of flash fire is based on the fireball model. For
both the puff and the plume, it has been shown that the fuel consumed in
the fire is very close to the total evaporated mass. The equivalent
fireball diameter is determined from the total evaporated mass (Equation
(4-8)). For the case of vapor clouds arising from instantaneous spills,
the spherical fireball model is a good approximation to the ellipsoidal
puff cloud. However, for continous spills which form a plume, the shape
of a plume is an elongated truncated ellipsoid. When the ignition cell
is not far from the spill center, the spherical fiteball is a reasonable
approximation for the plume fire, as has been assumed in references [13]
and [14). But when the ignition cell is far downwind, the fireball model
is not suitable for the plume because of the significant geometrical
difference. This difference affects both the area covered by the vapor
cloud and the view factor calculation. In this case, either an ellip-
soidal or a cylindrical fireball model should be used. Neither of these I
has been developed at this time. Consequently, for a continuous spill,
the flash fire computation is presently limited to situations in which ]

ignition occurs fairly close to the spill site and the ratio of the
major to minor axis for the truncated ellipsoid is less than three. 1
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In the energy balance equation (4-1), the conduction and convective
heat transfer are not included. The conduction heat transfer is smaller
than the radiation heat transfer. In reference [131 the authors mention
that, for a flat plate, the convective heat transfer is about 1/32 of
the radiation heat transfer. For a fireball, there is no solid boundary,
and it is by no means clear that the convective heat transfer can be
neglected. Consequently, further investigation of the role of convec- -

tive heat transfer in the fireball model is needed.

In the derivation of Equation (4-1), it is assumed that the fireball
is an isothermal, homogeneous body. In reality, the temperature at the A
fireball center is the highest and then decreases toward the boundary.
The temperature obtained from Equation (4-1) for a given flame speed is
an average value between the maximum and the surface temperature. But
in the damage assessment, the thermal radiation is from the fireball sur-
face. In Equation (4-15) the thermal dose depends upon the flame speed
and fireball surface temperature. Therefore if the average temperature
obtained from Equation (4-1) is used in the dose calculation, an over-
estimated damage will result.

Take methane as an example. The following table is obtained from
Equation (4-1)t0

I

Flame speed, m/s 4.44 3.12 2.20 0.74

From laboratory and field measurements, the flame speed is in the range
of 3 to 5 m/s (20,211. The field measurements of LNG fires indicate that
the surface temperature lies between 1000 and 1400 0K (221. If we use a
value of 4.44 m/s for the flame speed, then we obtain from Equation (4-1)
a flame temperature of 20000 K and, in turn, a very high thermal dose from
Equation (4-15). Similarly, if we use a value of 14001K for flame tem-
perature, then we obtain a lower than usual flame speed of 0.74 m/s from
Equation (4-1) and, in turn, from Equation (4-15) we obtain a very high
thermal dose. No matter which measured value, temperature or flame
speed, is used in Equation (4-1), an unusually high thermal damage will
result. To resolve this difficulty at the present time, we will not use
Equation (4-1); instead, we will use mt sured values for both flame tem-
perature and flame speed in Equation (4-15).

[201 Lewis, B., and Von Elbe, Combustion, Flames and Explosions of Gases,
Academic Press, 1951.

(211 Pangor, E., Flame Photometry, Van Nostrand, 1967.

[221 Kanury, A. Murty, Introduction to Combustion Phenomena, Golden and
Breach, 1975.
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The original fireball model was designed for rocket fuel and oxi-

dizer. Since there is no nitrogen in the fuel-oxidizer mixture, the
flame speed is higher than in a fuel-air mixture. Because of this dif-
ference, a comparison of the results of the original fireball model with
those of the modified flash fire model would be meaningless.

The modified flash fire model is divided into two phases: the
burning phase and the cooling phase. The duration of each phase depends
on the flame velocity and the vapor quantity. The burning time may take
several minutes for large vapor clouds, and the cooling time much longer.
In an actual situation, as soon as the fire starts the exposed people
will attempt to evade the radiation by running to a shielded location.
Those who survive or are not seriously injured during the time it takes
to reach a sheltered position will most likely not be killed or injured
during the remainder of the radiant period. Because of this evasive
action, the casualty assessment for flash fire should be made for a
radiation intensity integration time corresponding to the time required
for the people to reach shielded positions. In a normal residential or
urban area, 30 seconds would be a reasonable time for most people to
attain shelter. However, for people located on a beach or in a stadium,
a much longer integration time would be required. Consequently, the
user must select the integration time to suit the particular situation
being studied. For the case of structural ignition, the integration
time would be for the entire time period that the radiation intensity
exceeds the threshold value.

Four test runs have been made with the modified flash fire model.
These are made for an instantaneous LNG spill of 25,000 m3 at the same
location and for the same wind conditions as shown in Figure A-l
(Appendix A). Thus, the geographic/demographic file of Figure A-2
applies. The four runs correpond to integration times of 30 seconds,
60 seconds, entire burning time (109 seconds), and infinity (entire
burning and cooling time). The table below presents the casualties
for these four cases. Figure A-6 in Appendix A is a listing of the
inputs for these test runs.

Integration Time Injuries Deaths Buildings Destroyed

30 s 55 30 NA
60 s 1,969 1,554 NA
109 s (burning time) 5,808 5,622 NA
Infinity 10,374 47,362 5,648

These results show the strong dependency of tne casualties on the
integration times. Thus, it is important in assessing casualties from
flash fire to use realistic estimates of time required for evasive
action.
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NoHNcLAT:RE AND UNITS

A areacm 2

Cp specific heat erg/g

d distance cm

R heat of combustion erg/g

I radiation intensity erg/cm2-s .
n indexA

v dosage I
r radius
S flame velocity cm/s

time s

T temperature OK

V volume cm3

absorptivity

emissivity

P density g/cm3

a Stefan-Boltzmann constant erg/cm2 -s-oK4
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Chapter 5

SUMMARY OF REVISIONS TO VULNERABILITY MODEL COMPUTER PROGRAM

INTRODUCTION

Major programming revisions to modify the puff and plume models for
toxic chemicals and the flash fire model for flammable gases have been
made to the VM. A general overview of each modification, changes to
the user input, and flowcharts of major programs and subroutines are
given in this chapter.

PHASE I

Executive Program, VMEXEC 'Figure 5-1)

The main program of the Vulnerability Model (VM), called VMEXEC,
initializes the data files and controls the execution of the various
simulation submodels over each time step for each geographic cell.
VMEXEC is now modified to call a subroutine DOSAGE at the end of the
program. The subroutine DOSAGE integrates the dose for the puff and
plume models for each geographic cell. The time step call in VMEXEC
operates as usual because models such a pool burning still use the time
step calculation.

New Subroutine, DOSAGE (Figure 5-2)

Subroutine DOSAGE computes the outdoor dose and indoor dose for each
cell for plume and puff models. This subroutine recalls some variables
from the State file. The dispersion coefficients for the plume model
are from subroutine CSSIGS and those for the puff model are from sub-
routine ISSIGS. If the outdoor dose is less than the threshold value,
the outdoor and indoor doses are set equal to zero. The indoor dose is
set equal to zero when it is less than the threshold value. This will
save some computing time. Both outdoor and indoor doses are written on
a tape which is transferred to Phase II for processing.

Subroutine, FLFIRE (Figure 5-3)

The subroutine FLFIRE computes the thermal dose for the burning and
cooling periods for personnel fire casualties for each cell. It also
computes the accumulated thermal radiation for structural ignition at
each cell. Both thermal dose and accumulated radiation for ignition
are written on tape for Phase I1 processing. In addition, for the
secondary fire model the subroutine computes the distance from the flash
fire to each secondary fire source and the radiation flux from the flash
fire received at the secondary source location.
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PHASE II

For Phase II, no programning changes have been made. Changes to
numerical values only have been made to incorporate alterations in
thermal criteria and probit equations. The flow charts for Phase II
are the same as those reported in reference 17].

USER INPUT

Several additional user input variables are necessary in modifying
the VM. These are given in Table 5-1.

Table 5-1. ADDITIONAL USER INPUT VARIABLES

Field Default Unit Variable Comment

Number Value Name

2011 36000. erg/cm3-C HEAT Summation of density
and heat capacity

2026 600. g/cm3  RHOT Average density of
product

2033 100.0 cm/s FLMSPD Flame speed

1019 800.0 0C TFLAM Flame temperature

UPDATE PROGRAMS

Two update programs are given in Appendix B. The program MODVMA
modifies Phase I of the VM, and the program MODVMB modifies Phase II of
the VM. The magnetic tape, number S13346, contains this updated version
of the VM.
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Figure A-2a

RECORD FORMAT FOR WATER AREA CELLS

Columns Fcrmat Field

1-8 (A8 *Cidentificto

9-16 I(18) *Latitude, north

17-24 1 (18) *Longitude, west
25-28 (14) *Depth In feet

29-34 ( 06) 'Length in feet

355 (23X) -- not used--

58-60 I (AL3) Direction of curent

61-78 I (1 8X) -- not used--

79-80 (12) *Ignition source

*Data used by Vulneraoility Model for this study.

Figure A-2b

RECORD FORMAT FOR LAND AREA CELLS

Colum'ns Forma t Field

1-8 (6-8) *Cell Identification

9-16 (18) 'titude, north1

17-24 (18) *Longitude, west

25-28 1(14) *Depth (blank orzeo J
29-34 (16) *Total population

3S-37 (13) Percent under 18 yr I

38-40 (13) Percent over 62 yr 1
41-43 (13) *Percent sheltered

44-48 1(IS) *Total housing units

49-53 (IS) *Average value (in $100)

54 (Al) Housing material

55-57 (12 ,A1) Number of schools

58-60 (A3) Land use

t61 (11) ILand uniformity

62-78 (1 7X) -- not used--

79-80 (12) -Ighition source
* Data used by Vulner'ability Model for this study.
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Figure A -3. INPUTS FOR AMMONIA SPILL

I1AI A PIA, tN

tunoa 17.4?
1004 .6ac4
2~044 1?Ot"1. A1

0 4i'e 1 AAAA

201-. 4fllf

,e~a 24.flA

S1.0)

n 7. n. .l

~,4Q142 1 A. Q
3iCi 1 . it

3n I a *1:1

51V~ .7 fil3 O..

7-) a I .?13eJEI5

F YAMAISH TO DO
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Figure A-4. INPUTS FOR CHLORINE SPILL i
-'HLOPtNE :PILL

~A47 1, "
*45 10

t A. 1. mill

4Wi
~'I4 02.z

Ae~~ +; 1

4i. e-Au't
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Figure A-5. LIST OF STATE FILE VARIABLES WITH CURRENT DEFAULT VALUES
Field Default Unit

Number Value code Display Name Comment

t001& OTW 01 CHEM NAME Name of cargo

1002 200.0 23 MOLEC WEIGHT Molecular weight of cargo

1003 282. 06 BOIL TEM LIQ Boiling temperature of liquid cargo

1004 0.87 04 DENS LIQ AMB Density of liquid at ambient temperature

1005 0.261846 22 VISCOSITY-BP Viscosity of liquid at boiling point

1006 1.9739 22 VISCOSITY-AN Viscosity of liquid at ambient temperature

1007 0.60 09 HEAT CAPC LQ meat capacity of cargo in liquid phase

1008 20.0 18 SURF TENSION Surface tension of cargo

1009 0.001 04 DEN FUEL VPR Density of fuel vapor at boiling point

1010 7.8 01 VPE COEFF A
1011 1443. 01 VPE COEFF B Coefficients (A,BC) of the vapor pressure equation
1012 273. 01 VPE COEFF C ii
1013 0.1 09 HEAT CAPC VP Heat capacity of cargo in vapor phase

1014 136. 10 HEAT OF VPR Heat of vaporization •A

1015 4. 15 BURNING RATE (Equivalent to #5018) I
1016 800. 06 AD FLME TEMP (Equivalent to #5017)

1017 0.5 01 MOLEC RATIO Not used in VM

1018 2.5 01 STO AIR/FUEL (Equivalent to #5015)

1019 800. 06 FLAME TENP Flame temperature

1020 .01 01 MOLE FRACTN Water concentration below which evaporation is negligible

1021 .87 04 LIQ DENS BP Density of liquid at boiling point

2001 10000. 03 TANK VOLUME Volume of tank

2002 1000. 02 TANK HEIGHT Height of tank

2003 0.0 02 HOLE HEIGHT Height of bottom of hole above bottom of tank

2004 20.0 06 TEMP START Temperature in tank before discharge

2005 0.0 05 TANK PRESS Pressure in tank before discharge

2006* 1 01 ISO-0, ADD-1 Indicator specifying isothermal or adiabatic tank conditions

2007 5000. 08 INITIAL MASS Initial mass of cargo

2008 50. 02 HOLE DIAM Average diameter of hole in tank

2009* 200 01 HUM MASS INC Number of increments used for venting integration iMODA)

2010 1000(u. 02 OBSVR DIST Distance from burning pool at which flux is computed

2011 36000. 27 HEAT Summation of density x heat capacity

2012 100000. 02 COORD X ** Distance in downwind direction

2013 0. 02 COORD Y ** Distance in crosswind direction

2014 100. 02 COORD Z ** Height above ground surface

2015 10. 02 HT OVER SURF Height of centerline of hole in tank above water surface

2016 200. 15 WIND SPEED Wind speed

2017 6 01 ATMOS COND Atmospheric stability flag

2018 2 01 CHL-1, RAD-2 Flag for channel spill or radial spill

2019 5000. 02 CUR DIM POOL Current dimension of liquid pool

2020' 50000. 02 CHAN'L WIDTH Channel width

2021 0.0001 16 HAZARD CONC Not used in VM

2022* 0 01 FLUX, CNl, LM2 Flag specifying conditions of heat transfer (for MODD)

2023 15.0 06 WATER TEMP Water temperature

2024 2.0 14 HEAT FLUX Heat flux between water and chemical

* Denotes integer variable.
. Coordinates of point at which the concentration in air is being calculated.
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Figure A-5 (continued)

Fiueld Dealu o Display Name Comment

Number Value Code_______

2025* 1 01 CRIT FLAG Flag for calculation of critical values (MOOD)

2026 600. 04 RHOT Average density of product

2027 600. 11 EVAP TIME Not used in VM

2028* 1 01 SPILL INDC Flag indicating spill environment

2029* 0 01 SPL DUR INDC Indicator for duration of discharge

2030 0.0 02 EMMIS POWER Emissivity power

2031 1000000. 02 MAX DIST HFM Not used in VM

2032 36000 11 MX TIME CONC Not used in VM

2033 100.0 15 FLMSPD Flame speed1 2034 0.0 02 MIN HAZ ZONE Not used in VM

2035 1000000. 02 MAX HAZ ZONE Not used in VM

2036 15.0 06 TEMP LIQUID Temperature of liquid discharged

2037 36000. 11 MAX TIME CONC Not used in VM

2038 100000. 12 AVG ESC RATE Average escape or discharge rate

2039 100000. 02 CONC PT X " Downstream coordinate

2040 100000. 02 CONC PT Y ** Cross-stream coordinate

2041 0. 02 CONC PT Z * Depth coordinate

2042 600.0 11 TIME CONC PT Not used in VM

2043 50. 19 DIF COEF H20 Diffusion coefficient of liquid

2044 10000. 02 RIVER DEPTH Mean depth of flowing water

2045 50000. 02 RIVER WIDTH Mean width of flowing water

204C 0.0 02 OFF DIST Cross-stream position of discharge

2047 100.0 15 STREAM VEL Velocity of flowing water

2048 50.0 15 TIDAL VEL Maximum amplitude of tidal current

2049 518400. 11 TIDAL PERIOD Tidal period

2050 0. 11 PHASE LAG Time to next highwater slack tide

2051 0.0 01 DECAY COEFF Decay coefficient

2052 0.03 03 MANNING FACT Manning roughness factor

S2053 0.1 19 DIP COEF V-A Diffusion coefficient of vapor in air

2054 15.0 06 AIR TEMP Air temperature

2055 36000. 11 TIME LIQ SPR Not used in VM

2056 36000. 11 LIQ SPR TIME Not used in VM

2057 36000. 11 TIME SPL COND Not used in VM

2058 90. 21 WIND TOWARD Degrees from north toward which wind blows

3001* 3 01 PROB TYPE Not used in VM

3002* 0 01 PRINT FILE Logical unit for output file

3003* 0 01 PLOT RAD FIX Not used in VM

3004* 0 01 NSF Secondary fire source indicator

3005* 0 01 ISF Number of secondary fire sources

3006* 0 01 rSHLD Shielding situation

3007* 0 01 NSFIGN Number of secondary fire ignitions

3008* 0 01 PLOT CONC LQ Not used in VM

30094 0 01 PLOT SPREAD Not used in VM

3010* 0 01 PLOT HVP LQ Not used in VM

S* Denotes integer variable.

SCoordinates of point at which the concentration in water is being calculated.
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Figure A-5 (continued)

Field Default Unit Coment
Number Value Code

3011* 0 01 OPPER FILE Logical unit for output file

4001 0.0 08 TOT MASS GAS Total mass of gas which escapes

4002 0.0 08 TOT MASS LIQ Total massof liquid which escapes
4003 0.0 03 TOT VOL LIQ Total volume of liquid which escapes
4004 0.0 11 TIME OF RFL Elapsed time of release from tank

4005 0.0 06 MX TMP TAWN Maximum temperature in tank during release

400b 0.0 02 FLAME LENGTH Length of flame
4007 0.0 02 DIL6 FLAME Diameter of flame

4008 0.0 13 FIA.4E ANGLE Angle of flame from vertical

4009 0.0 14 RAD FLUX Thermal radiation flux (pool burn)

4010 0.0 04 VAP CON. Vapor concentration

4011 0,0 02 112 HAZ ZONE Not used in V.

4012 0.0 11 DUR HAZ CLO Not used In I•M

4013 0.0 11 AFRL THE HIZ Not used in V•

40140 0 01 IN OR OUT Not used in VH

4015 0.0 02 SPILL SIZE Not used in V.4
4016 0.0 11 TVIE LQ EVAP Elapsed time for chemical to evaporate

4017 0.0 12 DISSOL RATE Dissolution rate of chemical on riverbed

4018 0.0 02 POOL FLX HGT Height of flame
4019 0.0 03 VOL LIQ POOL Volume of liquid remaining in pool

4020 0.0 12 TOT EVP RATE Average evaporation rate of total liquid pool
4021 0.0 11 DISSOL TIME Time for all chemical to dissolve on riverbed
4022 0.0 04 LIQ-H20 CONC Concentration of chemical in water

4023 0.0 08 MASS VAP LIB Mass of vapor liberated from pool
4024 0.0 02 SAFE DIST Distance at which concentration is less than limiting value
4025 0.0 02 MAX DIM POOL Maximum dimension of liquid pool

4026 0.0 07 POOL SIZE Are of liquid pool on riverbed
4027 0.0 02 POOL LENGTH Length of pool on riverbed
4028 0.0 06 TCRIT Critical temperature of cargo
4029 0.0 18 SURT Interfacial surface tension

4030 0.0 26 CSAT Solubility of substance
4031 0.0 19 DIPW Diffusion coefficient of chemical in water, cmI/Sec
4032 0.0 11 SINK TIME Time of chemical to sink to bed

4033 0.0 02 DIST TRAV Distance traveled by chemical to reach bed

5001" 0 01 MESSAGE FLAG Flag which controls output messages

5002* 0 01 MISCIBLE IND Miscibility indicator
5003* 0 01 REACTIVE IND Reactivity indicator

5004* 0 01 TOX.ASPH IND Toxicity andasphyxiation indicator
5005* 0 01 LIQ CONC IND Liquid toxicity indicator
5006* 0 01 IGNITION IND Flag which indicates type of ignition V
5007* 0 01 IGNITN CELL Cell in which ignition first occurred I-
50O8* 0 01 IONITN CODE Ignition code of the Ignition cell

3009* 0 01 SPILL CELL Cell in which discharge occurred
5010* 0 01 FLAG.ISOCSl Flag for use of puff or plume equation

*Denotes integer variable.
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Figure A-5 (continued)

Field Default Unit _ Nam Comm"ent-• •- ~~~~~Number Value Cole I)s~yN'eCmet: -

S011 1.0 04 DENS WATER Density of water

:-t50121 -40. 06 FREEZING PT Freezing point of chemical

5013 0.0 01 CONC, 40 LIM Lower flammability limit, percent

5014 0.0 01 CO4C, UP L:M Upper flammability limit, percent

5015 0.0 01 AIR/FUEL RAT Stoichiometric air/fuel ratio

5016 0.0 10 HEAT COMBUST Heat of combustion

5017 0.0 06 ADFLAME TEtP Adiabatic flame temperature

5018 0.0 15 BURNING RATE Burning rate of chemical

5019 0.0 01 MOLES OXYGEN Moles of oxygen per mole of fuel

5020 282. 06 FLASHPOINT Flashpoint of chemical

5021 1.4 0.' SPC PEAT RAT Ratio of specific heats

5022 1013250. 05 PRESSURE AMB Ambient atmosph*ric pressure

5023 0.0 04 CONC. LO LIM Lower limit, flammable vapor concentration

5024 0.0 04 CONC, UP LIM Upper limit, flammable vapor concentration

5025 0.0 04 CONC, STOICH Stoichiometric vapor concet.tration

5026 0.0 05 VP PR TANK Vapor pressure in the tankS5027 0.0 08 LIQ REM TANK Total mass of liquid remaining in tank

5028 0.0 02 SIGY.DISPERS Horizontal dispersion coefficient (MODC)

5029 0.0 02 SIGZ,DISPERS Vertical dispersion coefficient

5030 2.75 01 EXP. TOX SUM Exponent in weighted sum for toxicity

5031 0.0 01 Tl. COEFF AS5032 0.0 01 TI, COEFF B Coefficients of probit equation Tl
5033 0.0 01 T2, COEFF A
• 5034 0.0 01 T2, COEFF ~ Coefficients of probit equation T2

5035 0.0 01 T3,CONC PPM Irritation threshold for T3

5036 100.0 01 T4, COEFF ING Coefficient of ingestion T4

5037 0.0 01 QUAL STD AIR Not used in VM

5038 0.0 01 FRAC POP SHL Fraction of population sheltered

5039 0.0 02 FFDIA Flash fire diameter

5040 0.0 11 TIME AT IGN Time at which ignition occurred

5041 0.0 02 PUFF CENTER Downwind location at center of vapor puff

5042 0.0 14 FL FIRE RADN Intensity of flash fire radiation

5043 0.0 11 FL FIRE TIME Effective duration of flash fire

5044 0.0 08 MASS VAP EXP Mass of cargo vapor which exploded

5045 0.0 01 FCT VAP EXP Mass exploded given as percent of total mass

5046 0.0 20 EXPL YIELD Yield of the explosion

5047 0.0 25 TNT EQJIV Yield equivalent in short tons of TNT
S5048 0.0 11 PL BURN TIME Effective duration of pool burn

5049 0.0 01 RADI COORD Radius of vapor cloud

5050 0.0 11 CURRENT TIME Current value, elapsed time

1 6001* 0 01 TIMESEC,BEG Time in seconds, begin loop 1

6002* 0 01 TIME,SEC,END Time in seconds, end loop I

6003* 0 01 TIMESEC.INC Time in seconds, increment value for loop I

'Denotes integer variable.
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Figure A-5 (continued)

Number value Codje DslyNm oi~

6004' 0 01 TIN1.MIN.DEG Time in minutes. begin loop 2

6005* 0 01 TIMENIN.END Time in minutes. end loop 2

6006' 0 01 TIMEoMN1, INC Time in minutes, increment value for loop 2
6007'~~~ ~~~ ~~~~ 0 1 fA-IEG Tm nmntebgnlo

6008' 0 01 TIME,MIN,BEN Time in minutes, begn loop 3

6009' 0 01 TINE#MIN#INC Time in minutes, increment value for loop 3

6010* 0 01 SPILL LA? Latitude, north, of spill site
6011' 0 101 1SPILL LO0G Longitude, west, of spll site

'Denotes integer variable.
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Figure A-6

INPUT DATA FOR LNG SPILL
(FLASH FIRE TEST RUNS)

-1001"64
1002 16.04

2026 *1234E-02
2001 ---. 3000E,11-- . . ....
2002 1500.
2003-100-40.
2004 -151.0
2005-- .2027E*07 "-"
2006 1.0002007-.1250E'll .-.............-

2008 100.0
"2014-- "0.0-O
2013 O0
2016--400o.....
2018 0.000

. .. .2019- -- 2,00 . . .. . ... . .. ..
2020 ,6095S*05
.20-2- . 1-.-.- 246E--03

2022 1.000
2023--0 2000-----
2021 1.000... .. 202?--- 180*0- - - -

2033 5000
-2054----S--OO
2016 30000

. 30 4 11004 . ... . ...

3006 2,000
S o .. .001 . .. . .

5002 O.500oa'-"-1•00

5004 0.
s l .... . S 1 .-- 1,000 .. ....

S038 1.000
6S012 0-1.2,0
5013 5,400
6004 t. 000
5016 2.1300E*05
00l7 1100.

5018 .2083E-01
5019 2,0000
5020 -16l0.-•5021--1*400

5022 .1013E#07
.5036 - 0i
S037 0*
S038 ,5000
6001 0.
-6002-0-

6003 O,
6004 - 2,000 *
6005 10.00
6006 2*000

600e Oe

6009 0.
6010 ,2954E*06
6011 ,9007E*06

0 0.
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Appendix B

UPDATE PROGRAMS MODVMA. AND MODVMB
2w
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R- 'M_ 7779 TV 7-77---

UPDATE PROGRAM, MODVt4A

*IDENT VMEXe.L
*UELETEVME( 1.2

ITAPE9, rAPE10,TAPE129rAPLITAPE14,TAIPE15,TAPL24,rAFL33,
ITAPE34, rAPE30mSECfRE)

*INS'ltRT9VMEXECo1'.'
COMMON/RAUOS/CI ('00) ,(e(400)

*INSEHTtVMEA 1.48
WHITE (b*7041

704. FORMtAT(1M1,10,'(,HCELL N0O,83*,11tPEOPLE LOSL,10A,1OH1tOUSE L)USE)
00 70 I'A1.NCELL

IF('() EQ* U.0 *ANU* (;(I 9EQ* 090)G0 TO 70

70 CONTINUE~
702 FOPMAT (lOX.15.bA. 1E1e.4.SK,~l~.b.4)

*UELETE9,VMEXS.36
c WN1TE(6siI9'.)
*UELETi.vE#mX1 o144

*OELETE#VMEX,1 *1'.$VMLXIol 5e
C919~4 D0Ou4AT(oj TIME. IN~kbfttNTED kAUIATION FLUX AT EACHi CE~LL*9//*
c I *CE~LL INCREMtNT LFFLCTIVE CURAlION RAUIATION*o/o
C 2 N* NO.,0 (SEC) D"LLA(J/M2/S)*)

c I 1 XsE12*4))
*1NSEHT*VMtEAECo231

CALL FkCL('.O1bTEVAPqIbqI.R)
CALL rRCL('.023*TMVAF*lsIR)
CALL FRCL(20IbsUWINDOlbRR)
CALL FkCL(4030sTMEN~,IS,1R)
CALL IRCL450U4sITOX9IS9IA)
IF(IT0X *EQ. I )CALL UOSAUiL

OIDENT ERFFA
*0ELETE*ERV .22

IF(Y oGT9 6.0 .0k. Y ekJ. 6sM)AzOo0
IFcy %LT* 6*0)LXxLXP(-YOY)

*IDENT OOSAAL 'ISENSUBROUTINE 00SAuQE
COMMON/CELL/IALAT(400)-;IYLON('.UU),CUEP(40U),CLtEN(4UU),IGC00LA40O),
IX(400) ,Y (400), LGCtLL (400),NC~LL, 1SPLAT,.ASPLON.w1NULO
DIMENSION CX(500)90X(5u0),bEA(b00)
UIMENSION OOS(400)#OOSIN(40U)

- c DOS a OUTDOOR U0SAjE
C UOSIN aINOO00k 0OFAGE

CALL FkCL(I002,WTMOLIS*IH)



CALL FRCLI20l'.,Z9lSIR)
CALL FRCL(20169UWINC*I!)9IR)
CALL FRCL(2019*SLZEsIS91R)
CALL FRCL(2020*ChNLW9IbIR)
CALL FRCL(4001,TMGIS91k) 9
CALL FRCL(A4lt,,TEVAP~lbLR)
CALL IRCL(2017*IAC*lSIN)
CALL IRCL(2018910IM91SIR)
CALL FWCL(20549AIWTEM~iS9,0q
CALL IRCL(5O1O, SCS9ISIN)
CALL FRCL(5030*CPOWISIR)
CALL FRCL(SOJITlA*IS*IiR)a
CALL FRCL(4023*TMVAgIb*LR)
CALL FRCL(50329~TI6,lSLH)
CALL FRCL(50339TeA9I59IR)
CALL FRCL(5O3402T89IS91R)
CALL FRCL(5035,T3A9JS,,Ik) A
DATA P1/3*1'.15'/A
ThIS =3.0

PU=SIZE

C TI*RS =THRESHIOLD FOP IHPITATIuNt PPM
- S02 =SOHT(2.U)

ALF = 28961E/9025wML
C ALF IS A CONVERiSION FALTOR CHIANGING 6/CC TO P~PM IN VULUM&L
C 28,966 15 Alk MOL WT9 *O0122! IS AIm OLNSIIY AT SAPL~ COUiJITION

C AS TH CHEMICAL

C VtWINU IN MPH
TE4U:A8S (25.O-AIWTEP)]
R (.25*.O21650 VWINO+.Oud833*TtMO)/6O.O

C R IS THE INFILTRATION~ fiJER MINUTE
IF ITHG oEQo O*O)TMC.:TtVAP
IF(IOIM .EQ. I )RAO=S0iT(SIZt*.CHNLW,.PI)
IFIISCS *EQ. 0)(GU TO lul

C PLUME MOCEL
UB6 TMG/(PI*TLVAP*UwINU)

C DOS IS IN PPM ANt) MINUTE
DO 5 Il,9NCELL
DOS( I):0.
DOSIN(I)=COS(I)
IF(A(I) .LT. 0.160 TO b,

XA X(I) + I.*0HkAD
CALL CSS1CGS(XAIACSI'3Y*SIGZ)
IF(SIGZ *GT. IUOOOO.)SIGZ=I0U0OO.

C CC IS THE MAXIMUM VAPtuR CONCE.NTRATION
CC =ALF*08/(SIGY*S1131)

CAAZCC**CPOw
CAY=CPOw*CE
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CG=O*
IF(CAY' #LT* 23.0) CG=CAX/EXP(CAY)
DOS( 1) C6*TEVAoj/bO0*
*IF(T3A .IE. 0.0 oANG. CC eLE. T3A)OUS(iI)=0.0
ZF(T3A *EU.* 0.0 eANG. CC eLE. T~'RS)UOS(I)=0.o

C CALCULATE PLUME INDOOR~ DCSAGL
VUSIN(l) = 05(1)A
1F(0OS(I) .EQ* 0.0)C*O TO S
CX(1) :CPOW
OX(1) = 100
CRT e 000l*CPOW
YE EXP(-4*TEVAP)
AXA CPOw*(1.U - YE)
00 91 J=19100
XI = J
DX(J,1)=(XI*1.0)*(XI#19O)*L)X(J)
CA (J. ):CX (J)*'(CPHiw-AI)

AXA=AAA+AXB
IF(AX8 *LTe CRT)GO TO 'Y3 -

91 CONTINUE
93 CONTINUE

DOS IN (1) =CG* (TEVAP-AAA/k) /boo0
5 CONTINUt

i60 TO 900
101 CONTINUE

C CALCULATE PUFF COSAGE
8A=2&0*TMG*ALF/(2?.0*PI3 *i *5

C BC IS Tt-E MAXIMUM CONCLNTRATION IN THE CELL
B8 = (2*0/CPOW)~*0.5
0O 15 =1,NCELL

IF(X(I) .LTo 0s)GO TO 16
XA=X(I)+10*O*WAC
CALL IS5ISI(XSAqIACvSIGY9SIbZ)
SIGX =SIGY
BC=(13A/(SIGX*SIGY*SI6Z))
t5D=bC**CPOW*B8*S IGX/UW INC
13E=CPOWO((Y(I)/SIGY)**e*(Z/SIbZ)**2)/2.0
IF(HE .61. 23*)GO TO lb
IF(8E *LT- 23.0 *ANC9 aL *GT. 1.E-25)6FFbD/EXP(8E)
IF'(8E eLT. 1.eft25)bFc=t)
8G=(CPO*/2@0) **o.*5X(I)
t8h=(PI**0.5/2.U)*(1.0:jkF(8G/SIGX))

IF(OOS(I) .EQ. 0.0)G0 10 1b
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EA=(SQHT(2o*PI )*SIC.X*R/(2.*60.#UWLNU)))**CPUW
E8:CPOw#(X(I)*k/(tO.*UWINO),.(SIGX**/(bO.*UWIND))**c/e.)
EX:E8-t8E
IF(A8S(EX) *LL. 1.E-29)EC=8C**CIPOw*t.A
IF(AB5(LX) .GT. loE-25)LC=bC**CPOW*EA*LXP(LA)

IF(ED eLTo 5*O)EF=ERFctO)
IF(EC eGE. S*O)EF=l.0

I r2=FA
F=FA-5o0*SQa2ISIGA/Lvd1ND
ITI=Fd
FC=FA+'3.0oSG2*5IGX/LWI;ND
IT 3=FjC
XT=ITI
SUM=00
DO 20 K=~IT19IT3
EI=EXP (-CPOW*H.*AT/60*0)

LM=EXP(.-CPOw*t*R(XT~1.)*/tO*O)
IF(XT .GE. IT2iGO TC 2'3
EG=EO-U*INO*XT/ (SU2*SIuX)

IF(EG .CE. 5.tht-11
EJ=EI'A'(EF-Eh) *4iCPOvi
XT:)(T. 1
EK=ED-UwIN'D*XT/ (S(2*SlvX)
IF(EK sLi. 59)LL:ERF(eiK)
IF(EK .Gi. 5*)tL:1.
EN=EM* EF-EL)**CPOw
SUM=SUM. (EJ*ErN)*1./2.
GO TO 20

25 CONTINUE
fG=UWtNG*XT/(S(di2*SIGX) -ED

IF(EG *LT. 5e)EhzERcF(EIti)
IF(EG .6E. 5*)Lh:1.
EJ=EI*(EF*Eh)**CPOW
XT=XT'1.
EK=UWINDO*WT Su2*SIGX) -ED
1F(EK *LTo 5*).LL:ERF(EK)
IF(EK .GE* 5..)EL:1.
EN=EM* (EF*EL) **CPOW

-I umSumSUM(EJ+EI\)*o1/2*
20 CONTINUE

EP=CPow*R*(FA.5.OOSG2*SIOX/UwINO)/60.0
EQ=290**CPOW*EP*tO@0/(CPCw*R)
ýDOSIN(I)=EC*(SUM+EG)

] 15 CONTINUE
900 CONTINUE.

REWIND 33
WHITE (69743)
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743 FORMAT(I1'l10X,4HCELL,*sX*j2HUOSE OUTSICetbARIlHDOSL INSIfJE/)
00 752 I=INCELL
WRITE (33, 741)CCS( I) OS IN (I)

752 CONTINUE
D0 757 I=1,NCELL

wRITE (6,742) ILJS( I) ,DUSIN(I)
757 CONTINUE
742 FORMAT (lOX. I4.3XEl2.4,5XElie.4)
741 FORMAT(2EI6.6)

RETURN
END

*IDENT MOOZA
*INSERT,*4OCZ2. I

COMMCN/RACOS/Ql (400) 0,d~(400)
*IDENT FLA83A
*INSE.RT#FLFIR.d 4

COMMON/kA00S/GjI(400),0cU400)
*UELETEFLFIRR .59FLFIkE.I1

DATA P1/3*141592567/
*UELETEFLFIRR .69FLFIRI.30

DATA SICMA/5.bo97E-5/,MLF/O.-)/,RAM/1 .34.L*7/
C HAM IS TiNE CRITERION FuR wOOL) 8RUN9 rtkt/CMe-b

CALL FWCL(20119HEAT9IS9IR)
CALL FRCL(2026,kkHOTISIR)
CALL FkCL(10199TFLAMIb,9IR)
CALL FRCL(50239CONCLOiSIR)
CALL FkCL(S025,ROFISqiR)
CALL FiHCL(2c339FLMSPO,1S9IR)

C HLAT IS THE SUM OF CENbITY X lCP
TF=TFLAMI

C R~lOr 1S THE SUM OF PkOLUCT OLNSITY
A8A=TMV/((2.(J*&I)**l.S*SIGX*SIGY*S13Z*KL)

C KL IS THE LOWER FLAMmAULE LIMIT
RL:-(3.*OTMV/(4.0*PI*ROF) )**(1./30)

C ROF IS THE FUEL UENSITY
QIR=SIGMA*(TF~**4 - TA**4)*TF

C SIGMA IS STEFAN-80LTZMANK CONSTANT
c CHANGE IHCOM8 FkUM CAL/L- TO ERG/GI

HbURN=.HCof~d*4. 84E.07
ACB-ROF*TA*HBURN"(TF-TA) *HEAT*TA

C IICOM8 IS IN NEGATIVE VALLE
C SV=GIR/ACB
C SV IS TI-E FLAME VELOCiry
C FLMSPO IS TH~E INPUT FLAME SPLLO
C TOTMA IS THE AIR/FUEL MASS

TOTMA=TMV*18. 186E9 1
RB=(3.0*TMV*Tf/(4.0*Pl*;4CF*TA))**(1./3.)

C Hs is rHE MAX FIREEALL RADIUb
SV=FLMSPO
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TFDUR=R8o*SV
CALL FSV(5O4239TFOUtR,4)
X=XC( IGN 10)
Y=YC( IGNIDO)

c IGNIO IS THE NUM8Ek OF IGNITLO CELL
TR=TA/TF

C HERE TA AND TF ARE IN rmLLvlN9 SEE t400Z SUbROUTINE
C0.*02066b*TA**(23e/96*)
CL=9.U*(ALF**4SlMA)**(l./3o)'tEAT*TA
CF=CE*R8/( TF**( 1 1/9*))
8C=ALF* S I Ct4A*T ** 4
8A=bC** (40/3.)

EA=TA*RBOýtEAT/(3.*SIGMA*TF**(4./3.))
00 5 h1=1NCELL

02( 1)0.o
CONC=OOATA (I)

IF(I oNE. IGNIU)GU TO Ib0
WRITE(6991) 19CONC

91 FORMAT(*0 CELL~t149* IN FLAst- FIRL, CONC= vE12*3)
150 CONTINUE

IF(R8 *UE* DIS)8H=1*0
QA=3.0*BA*Bb*Rb/ (11 .4FLMSPD)

C CHANGE I TO JOULE/M29 SEE JRWI(NAL LUUATION
CA=1 ./23.-TN**4/13e-TR**d/49.-Tk**1?/85*
08=CF*tb* (CA*CU)
01(1) =OA

C U IS TthE TOTAL RACIATIUN IN CELL 1
IF(GI(I) .LT* I*E+3)GO TO 5

C CALCULATE STRUCTUkE RA61ATION thEAT
IF(I .NE. IGNIO)GO TO ob
Q2(I)=2*OE*I3
GO TO 5

66 CONTINUE
RIM= (RAM*0 IS**2/cC) * .b

C HIM IS THE CRITICAL HAUIUS FUk wOOD BURN

DA=(BC/OIS**2)**1 S./('..*SV)
0B=R8**2-RIM**2
IF(DE3 eLT. 0.)(;O TO 56
UC=Ri3*D8**1 .5-1 .bONIM**2*Rb*U8B*0.5
DE=0Ce1.oN*IM**4*ALOG((Rtb.Ub'*.*5)/RIM)
0C=0A*DE

56 CONTINUE
00=0.
EI=fiAM*CIS**2*TF**(2./J.)
T2=(El/(ALF*Sl1jNA*RtE**e~))**(3./14.)
EJ=T2/TF
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IF(EJ *GT. 1*0)GO TO 5
EK:TA/T2

EM=EL-O.5*EK**4,3.*EJ** (14./3. ) *LK**4
Et,:.'556- .4 88 #EK**4-. U5358*LK**8

FEP=3.*(TF**(109/3.)*EM-T2**(I0./3.)OEN)
EQ=ALF'*SIC4A*ho**2/ (Ul4*'t2)
QC=EQ*EA*EP
02 C ) :UCODI

C 02 IS TH~E STRUCTURE EjuIATION
5 CONTINUEA

REWIND 34
DO 10 I=INCELL
WRITE(3497ol~kd(l)9G2',.I)

10 CONTINUE
701 FORMUAT(2EI6.5)

*DELETEtFLFIR4.2
IF(02(LC) sGT* O.0)tKPFLAG~l

*UELETE9FLFIR5*159FLý.IRS.25
IP(DIST *GE* RL)GO TO 51
QSR( IF)=01R
GO TO 55

51 CONTIN4UE
USRCIF)=(iRL**2/(?.**IST**2) )*UIR

*IDENT STRUC
*INSERToFLFIN1 .44

COMMON/RADOS/0i ('00) .Oe(400)
*INSEkTFLFIRI.57

CALL IkCLC50069IIGN*ISIk)
IF(IIGN eGT. I)GO TO 94.1
F=0.
FLIT=0*
IF(Q2(LC) .LT9 1*3t'.E.12)RETU~hN

FLIT=1.O
kETURN

941 CONTINUE
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UPDATE PROGRAM, MOD VMB

*IDENT PhASIA
*DELETE*PIH2 1

ITAPE23,TAPE24,TAPE25tTAPE26,TAPE33,TAPE34,TAPE6=OUTPUT)
*INSERT*PIHASEI 1.9

COMMON/TOX/L)OS (400) ,OOSIK%(400)
COMMON/HADOS/U1(400) 9Ud(400)

*INSERT9PHASEI I .b
IF(ITOX .tNE. 1)G0 TO 71'3
REWIND 33
DO 1 I=1,t.CELL
HEAO(33,77) OUS(1-),OOSIK(1)
IF(EOF(33) )96591

1 CONTINUE
777 FORMAT(2E16*6)
778 CONTINUE

REWIND 34
DO '5 I=19NCELL

IF(EOF(34) )9659b
5 CONTINUE

965 CONTINUE
740 FORMAT(2E16*S)

oL)ELETEtPH.ASE 11,74
130 IF(ITOX *NE. 1)CALL PRLONC(WrMOL*COPW)

*DELETEPMASEI1.96
* 10HFIR~bALL ,'7A,12HPOOL BURNING)

*lNSERTPHASEII. 141
IF(ITOA oEQ* 1)GU TO 275

*IOENT SADTOA
*OLLETE SAOTAI*SSA0TAIo35

COMMON/TOX/DOS (400) qOOSIN (400)
PCT1=0.
PCT2=0*
PCT3=0*

IF(DOS(l).LT.0..O*ReDOSIN(I).LT.O.)f(iO 7U 900
431 FORMAT(II0,2EI~b*4)

IF(DOS(1) .LO. 09)GO TU 40
-I PRTI=T1A+T1S*ALOG(DOS(0))

PCTI=XNORMA(PHT 1-5.)
PRT2=T2AT28*ALoG(UOS(j.)
PCT2XN0RmA (P1112-b.)A ~PCT2=PCT2-PCT 1
IF(PCT2 *LT. 0*jPCTZ2oo
IF(DOS(I) *LE* T3A)C0 to 40
PCT3=1. -PCTI-PCr2

..49 PARR(IKOUT)zPCTl
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PARR (2,IKOUT)=PCT2
PARR (39KCUT) =PCT3

c EVALUATE INCOOK GEATIHS
PCI 18=0.

C PCT19=0.
PCT2O0.0
IFODOSIrU) *Ewe O.)GO TO 75
PRT18=0*
PRT19=09
PRT20=0*
PRT18=T1A+Tlt5*ALCG(COSlN(I))
PCT18=XNORMA~(PkT18-5o)
PRT19=T2A*T28*AL0G(CO~i1( I))
PCT19=XrCRMA (PkT 19-5.)
PCT19=PCT19-PCJ 1d
IF(PCT19 *L1. 0*)PCT19=Oo
IF(DOSIN(I) *LL* T3A)GO TO 75,
PCT20=i .-PCTlt-PCT19

75 PARR(189KO(Ut):bCT18
PARR C1'9.KCUT)=PCT19
PARR (20 .KOUT) =6CT20

900 CONTINUE
*IOENT SADFA
*INSERT9SADF2oS

f COMMON/kAOOS/UI C400)qe(400)

*DELETESAOF2sPSAOFe~.i3
f PCF1:0.

PCF2=0.

IF(O .Et.; 0*)CO TO 200

*DELETE.,SAOF2.14

*DELETEtSAOF4.4()

*INSERTtSADF4*;7~ .t4

200 CONTINUE
OIOENT SADSS

*INSERTqSADS2e6
-9COMMON/RAOOS/0I (4U0) ,Q2(400)I

-

-o
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